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ABSTRACT
Researchers who deal with network analysis based onmulti-regional
input–output (MRIO) tables cannot avoid the intensively discussed
issue of filtering, which means identification of the most important
and significant trade connections. The question of what is an appro-
priate filter method remains. This paper expands the existing dis-
cussion and brings new insight based on the evaluation of existing
filter methods for MRIO tables. Six filter methods from the prevail-
ing literature are identified as relevant and tested on the published
MRIO tables: EORA26 and EXIOBASE. The results are verified by a case
study. The evaluation shows that the Tolerable Limit approach and
filter based on the Weaver–Thomas Index are the most restrictive.
The Leontief filter and the filter based onholistic accuracy canbepar-
tially recommended. The filter on absolute trade values and average
transactions can be recommended as ‘good’ methods.
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1. Introduction

The analysis as well as the construction of input–output (IO) tables has improved over
time due to better data availability and increased computation power. Today it is possible
to construct IO not only for single countries but also for multiple regions–multi-regional
input output (MRIO) tables. When MRIO tables are rigorously investigated, one can find
the presence of values smaller than a unit of currency. Clearly, they embody little eco-
nomic meaning. They exist, however, because they are compiled via various data sources.
Moreover, economies have different structures and statistical agencies use different base
sectoral definitions, harmonize their own codes in distinct manners, and aggregate fur-
ther when pulling data together in the process of producing the tables (Lenzen et al., 2013;
Stadler et al., 2018). In addition, trade is reported asymmetrically between countries. That
is, the global sum of exports does not even equal the global sum of imports (Gaulier & Zig-
nago, 2010); so, reconciliation and balancing approaches must be applied to balance them.
This induces those small trade values. While the small values are economically unimpor-
tant, they play a large role in network analysis because each trade flow, independent of
how small this trade flow might be, identifies that the two sectors are linked. With this
in mind, the operation of filtering can play a role. Filtering defines values under a certain
threshold as unimportant or insignificant and thereby assigns a value of zero to them. That
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is, filtering identifies the most important connections. A structural analysis of the result-
ing reduced network readily enables analysts to find groups of connected industries or
sectors or allows us to distill how industries or sectors interact in the economy (e.g. Aroche-
Reyes, 2001; Chopra &Khanna, 2015; Okamoto, 2005; Xiao et al., 2019; Zhang et al., 2016).
Furthermore, those networks can be further analyzed to identify, for example, systemic
risks (Acemoglu et al., 2012, 2016; Bierkandt et al., 2014; Wenz et al., 2014). So far, scien-
tists have applied filter methods without empirical verification of the quality of themethod
used; furthermore, filtering is only one of many process steps and, therefore, not typically
discussed explicitly in much detail. In writing this paper, I try to change this. The aim of
this paper is twofold; first, it summarizes discussions on filtering, broadly reviews existing
filter methods, and explains their differences. Second (and themain contribution), I evalu-
ate selected filter methods by applying them to two published MRIO tables and, hopefully,
present some guidance to future applications of filters. Although the applications focus
on MRIO tables, findings should also be relevant to all IO tables. Thanks to readily avail-
able computational power, I can investigate filter methods in this way. I show that filtering
is relevant to ongoing network analyses based on IO and MRIO tables with the hope of
encouraging others to think carefully about the filter methods they apply.

2. Literature review

Asmentioned in the introduction, filtering concerns the process of identifying the relevant
or most important trade connections.With the elaboration ofMRIO tables, the purpose of
filtering changed. The purpose is not only the identification of the relevant trade connec-
tions but also comprises the identification of realistic trade connections. This means that
the procedure of building IO tables leads to statistical inaccuracy of the estimated values;
therefore, in the context of filtering, terms like ‘sensitivity’, ‘accuracy’ or ‘tolerance’ also pop
up in the literature. Historically, the first attempts to indicate themost relevant connections
in an economy were applied by Leontief in 1965 with the purpose of identifying principal
suppliers to certain industries of the U.S. Economy (Leontief, 1965).

Paelinck et al. (1965) originally conceived what has become known as hypothetical
extraction method (HEM) to identify the most important sectors in an economy. This
method was first employed in English by Schultz (1976) who cited Strassert (1968).1 HEM
extracts one sector at a time and, thereby, can provide an index of the influence of each
sector on an economy. Separately, Miller (1966, 1969) applied the same approach to exam-
ine the effects on a national economy of extracting a region, rather than a sector. Among
others, Dietzenbacher et al. (1993) applied the method to an international scale in order to
identify important linkages of national economies within a group of nations.

Jensen and West (1980) noted that few researchers had investigated the analytical sen-
sitivity of IO components.2 This topic focuses on how error or reliability with respect to
coefficients (accuracy) affects economic outcomes. Jensen and West (1980) identified that
small coefficients have less effect on output and related multipliers, and that the size of
that effect rises with coefficient size. With this in mind, the authors defined four types of
accuracy: (i) A-Type accuracy refers to the degree to which an IO table represents the ‘true

1 An overview of the method and further literature supplements are provided by Miller and Lahr (2001)
2 For a more detailed discussion on important coefficients and sensitivity see Thakur (2011).
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table’ for the economy. It is only possible to try to come close to the ‘true table’, however,
because two sources of error can be identified: data measurement error and error inher-
ent to table compilation. (ii) B-Type accuracy refers to the exactness of an input–output
model and the reflection of the operation of an economy. (iii) Partitive accuracy focuses
on the cells of the table and focusses on cell-by-cell accuracy. If each cell is accurate and
records the ‘true’ transactions, then the table as a whole should better reflect the ‘true table’.
(iv) Holistic accuracy, instead, emphasizes the table’s ability to be accurate at a broad scale.
This suggests that cellwise importance is less critical and that the focus should be on proper
representation of the main features of the economy (Jensen, 1980).

In a similar way to Jensen and West (1980) and Songling and Gould (1991) considered
the importance of coefficients in the context of error transmission and coefficient change.
The authors investigated in more detail how sensitively the final demand, output multipli-
ers, or gross output react to a change in the coefficients. Important coefficients are those
that play a major role in error transmission (Songling & Gould, 1991).3

Cassetti (1995) proposed a new algorithm to identify important coefficients (ICs) by
avoiding the choice of arbitrary thresholds. The algorithm identifies the most significant
intermediate transactions by means of a ‘representative index’, where groups of sectors
are defined by high interdependence and by triangularization of the structure. For this
index, the calculation of several Leontief inverses is necessary. Depending on the size of
the matrix, as mentioned by the authors, a middle-sized IO table would already require
the calculation of millions of inverses. For MRIO tables, calculation of the number of
inverses would increase dramatically and require high computation power and time,
which currently renders this algorithm impractical in some cases without access to a
supercomputer4.

Aroche-Reyes (1996) also tried to avoid arbitrary thresholds and use only endogenous
information. The author applied a reformulated algorithm by Jilek (1971) and Schin-
tke and Stäglin (1988), which yields tolerable limits for each technical coefficient. The
algorithm does not measure how much the output changes if the coefficient varies by a
certain amount. By contrast, it measures how much the coefficient has to change in order
to alter the output by 1%. This sets a tolerable limit (TL) for the coefficients. Tarancón
et al. (2008) compared the tolerable limit approach with alternative approaches, based on
an ‘elasticity’ concept or linear programming to solve a system of equations. The authors
admit that, from a practical perspective, the tolerable limit approach leads to similar results
compared to alternatives; however, if the aim is to identify ICs according to social welfare,
which means in the context of impact on the whole economy, then the ICs on the elasticity
would be preferable. Linear programming is to be preferred whenmore complex scenarios
are employed.

Without a detailed discussion on the filter method itself, Okamoto (2005) applied
a hybrid approach to investigate the agglomeration of intraregional and interregional
linkages in China. The applied approach is based on the average transaction amount.

A new approach was implemented by Luu et al. (2017). They used a hypergeomet-
ric method, built on probabilities of trade connections, to filter data. After applying this

3 A good overview of important coefficients is given by Miller and Blair (2009).
4 For example see Lenzen (2019).
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method, only those links remain which are sensibly high with respect to randomly cho-
sen connections. This method provides a significance level, which can be tested against the
null-hypothesis that the connections are a random co-occurrence. The method goes back
to Tumminello et al. (2011); however, it has the drawback that the underlying system has to
be bipartite and is, therefore, only applied to evaluate trade connections between countries.
The trade connections within a country between the different sectors cannot be evaluated.
Recently, studies by Xu and Liu (2013), Zhang et al. (2016) or Xiao et al. (2019) applied the
Weaver–Thomas Index, which is based on the distribution of the trade flows, for filtering.

Although the focus here is on quantitative studies, I should also briefly mention quali-
tative studies. For example, Holub et al. (1985) focus on qualitative aspects of IO analysis.
Such qualitative analysis derives an adjacency matrix that represents sector’s direct deliv-
ery paths. A direct delivery path is indicated when the original value of the transaction
exceeds a certain ‘bagatelle’ amount (BAG-value). With a single BAG-value, however, only
a snapshot of the qualitative information can be shown. Thus, many analysts progressively
raise the BAG-value to show transformations in the resulting adjacency matrix (Holub
et al., 1985). Schnabl (1994) developed the minimum flow analysis (MFA) based on such
a multi-layer procedure. de Mesnard (2001) criticized it arguing that the different layers
of the Boolean matrix required in MFA are always the same: therefore, the added layers
provide no additional information.

The above gives a good anchor point for interested readers. The next section describes
the selected filter methods in more detail.

3. Filter methods

As mentioned in the introduction, filtering defines values under a certain threshold as
unimportant or insignificant. The decision criteria for thresholds can take various forms,
as can the threshold values. Some filter methods are not applicable for the current research
question or are too computationally demanding when applied to some largerMRIO tables.
Given these caveats, I deemed the following to be the most relevant filter methods: Leon-
tief (1965)’s (LEO), a tolerable limit approach (TLA) as used by Aroche-Reyes (1996),
one based on Jensen and West (1980)’s concept of holistic accuracy (HA), another on the
average transaction amount (AT) as applied by Okamoto (2005), and one based on the
Weaver–Thomas Index (WTI). Not mentioned explicitly in the literature review but also
relevant is a filter based on absolute trade values (TV). For simplicity, the filter methods
without indices for regions. So, the indices i and j refer only to sectors where sector i is
delivering a certain amount z to sector j.

3.1. Filtering on absolute trade values

The simplest andmost obvious filtermethod is built on absolute intermediate interindustry
trade values denoted by zij. The function of the threshold value represents then an absolute
value f abs such that:

zfij =
{
0, if zij < f abs

zij, otherwise
(1)
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The literature yields no recommendations concerning a proper absolute threshold. But
examples of applied thresholds exist.

TheAustralian Bureau of Statistics states that, due tomodeling techniques, the statistical
accuracy of relatively small values cannot be sufficiently verified. They mention thresholds
fromAU $ 500,000 to AU $ 1million, below that values carry little, if any, economic mean-
ing (ABS, 2017, 2019). Also, Bierkandt et al. (2014) and Wenz et al. (2014) note that small
values can spread damage in a seemingly quirky, diluted manner; so they apply a threshold
of 1 million US $ and neglect all smaller flows (Bierkandt et al., 2014; Wenz et al., 2014).
COMTRADE uses a minimum 1000 US $ as a threshold (Gaulier & Zignago, 2010). Since
COMTRADE data or bilateral balanced trade data derived from them (BACI database) are
used to build MRIO tables, a threshold of 1000 US $ appears most relevant to the research
reported in this paper.

3.2. Leontief

While the father of IO analysis, Leontief also devised the first filtering method. It is not
based on absolute values of shipments between sector j and i but rather on the values of
technology coefficients aij. These coefficients are obtained by dividing the value of the IO
table zij by the total input of the sector xj; hence, they denote the fixed relationship between
outputs and required vectors of inputs of sectors. The filter criteria applied by Leontief are:

aLeoij =
⎧⎨
⎩0, aij < f leo where f leo = 1

n
aij, otherwise

(2)

where n denotes the number of sectors in the relevant IO table.
This filter method has been applied, for example, by Aroche-Reyes (2001) to identify

strongly connected components (SCCs). The purpose of filtering is to gain more insight
into the structure of a very densematrix bymaking it sparser. Aroche-Reyes (2001) further
adjusted Leontief’s filter by altering the filter threshold, such that f leo = 1/2n or f leo =
1/3n. Such thresholds produce equivalent but not necessarily identical results to the SCCs
(Aroche-Reyes, 2001).

3.3. Tolerable limits approach

The tolerable limits approach (TLA) measures the importance of technology coefficients
aij. Those with a large impact on the output of many sectors are deemed important coef-
ficients (ICs). TLA identifies the degree to which a technology coefficient aij must change
in order to alter output by, at most, by 1%, given fixed final demand. The tolerable limits
rij are calculated:

rij = 1
aij[αji + (αii/xi)xj]

(3)

where αij denotes the entry in the Leontief inverse5. The variables τi and τj denote the
sectoral gross output values. Very sensitive coefficients, with a value of rij smaller than 20%

5 For the Leontief inverse matrix (I − A)−1, the entries aij of the matrix A are calculated as aij = zij/xj , where xj is the total
output of sector j.
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(rij < 0.2), are indicated as ICs (Aroche-Reyes, 1996; Jilek, 1971; Schintke & Stäglin, 1988).

aTLAij =
{
0, rij > f TLA where f TLA = 0.2
aij, otherwise

(4)

ICs are technology coefficients for which longer sequences of indirect connections or
larger sets of sequences are prevalent. In other words, ICs are identified when two directly
connected sectors are also indirectly connected to many other sectors. Furthermore, this
means that if an IC of aij is important to sector i, but sector i itself is less important to the
broader economy than the IC aij must also be less important.

3.4. Holistic accuracy

Holistic accuracy focuses on the general representativeness of an estimated IO table and
its ability to capture the synergistic characteristics of the economy it depicts. Here, the
accuracy of any given single element is secondary at best, as long as model results show a
realistic picture. Holistic accuracy essentially measures the effect of relative coefficient size
on IO multipliers. It basically assumes there exists some threshold for technology coeffi-
cients that accounts for multiplier size rather than for the size of particular interindustry
interactions as in TLA.

For the investigation of an appropriate threshold, the cumulative effect of the relative
coefficient size is of interest; therefore, the coefficients aij and output multipliersm(0) are
derived from the original IO table Z. The ‘true’ multipliers m(0) are the reference. The
output multiplier is calculated in the conventional way, whereby entries of Leontief inverse
(I − A)−1 are summed over the column of the sector i (Richardson, 1972).

For the calculation of the cumulative effect, the reduced matrix Z(s) with the elements
zij(s) with a set of thresholds a(s), s ∈ {1, . . . , n} is derived, such that:

zij(s) =
{
0, if aij < a(s)
zij, otherwise

(5)

As thresholds a(s) it is recommended to use n = 20 and the s
n -quantile of non-zero coef-

ficients (aij > 0) (Jensen &West, 1980). After each removing step, the multipliersm(s) are
again calculated from the reduced matrix Z(s). Based on this analysis, the filter threshold
a(s∗) could be set on the 1% reduction of the input–output multiplier, such that the follow-
ing condition is satisfied: s∗ = max{s : |m(0)−m(s)|

m(0) < 1%}. The pioneering work by Jensen
andWest (1980) shows that a large number of small elements in an IO table can be removed
before a significant effect occurs.

3.5. Filtering on the average transaction amount

Okamoto (2005) applies a hybrid approach based on the absolute trade values and the
information of the technological coefficients of the Leontief inverse and derives the aver-
age transaction amount for his investigation of the agglomeration of intraregional and
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interregional linkages in China. The filter is:

zaverageij =
{
0, if zij < α

zij, otherwise
(6)

where the average transaction amount α = i′(L − I)i/n2, i is a unit vector of the length
n (dimension of the MRIO table) and L is the Leontief Inverse matrix (I − A)−1. As
Okamoto (2005) highlights, the filter value should be carefully selected; therefore, the num-
ber of intermediate transactions that are greater than α is compared to the number of
intermediate transactions that are 10, 100, or 200 times larger than the average transaction.
The final filter value chosen by the authors is ten times the size of an average transaction.

3.6. Weaver–Thomas index

Xu and Liu (2013) and Xiao et al. (2019) use the Weaver–Thomas Index in IO-related
analysis and network analysis. Basically, this index compares an observed distribution with
an assumed one by calculating and comparing the quadratic sum. The threshold value is
identified by the closest approximation of the distributions and shows how many values
have to be selected in order to be as close as possible to the assumed distribution. The
formula is:

ω(l) =
n2∑
k=1

[
s(k, l) − 100 × a�

k∑n
j=1

∑n
i=1 aij

]2

, (7)

where the term s(k, l) represents the assumed distribution such that

s(k, l) =

⎧⎪⎨
⎪⎩
100
l

(k ≤ l)

0 (k > l)
(8)

and the observed one is represented by the second term in Equation 7. In the case of
IO tables, a matrix A with n sectors is used. All elements of A are vectorwise stacked in
descending order to create vector A�, where l denotes the lth element of A� and a�

k is the
kth element of vector A�. The threshold value a� is the l�th element of A�, where ω(l�) =
min{ω(1),ω(2), . . . ,ω(n × n)} (Xiao et al., 2019; Xu & Liu, 2013; Zhang et al., 2016). The
filtered matrix is derived as:

aWTI
ij =

{
0, if aij ≤ a�

aij, otherwise
(9)

To apply the Weaver–Thomas index to MRIO tables, n does not only represent the sectors
but all sector-country combinations.

4. Numerical comparison of results

Asmentioned earlier, filtering not only identifies themost relevant or important trade con-
nections but also those interindustry connections that have been measured most reliably.
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Investigating the effect of the filter methods on MRIO tables (e.g. EXIOBASE, EORA26)
enables comparisons of the filtered and unfiltered matrices to determine how well the for-
mer represent the latter. The investigation is carried out for two different types of MRIO
tables. An important aspect of my analysis of the MRIO tables is that both the number of
regions and the number of sectors differ across them. This allows the value of shipments
to differ between them even if the aggregated economies are identical. For example, the
WIOD database (Timmer et al., 2015) represents agriculture, hunting, forestry, and fish-
ing products with a single sector, whereas EXIOBASE represents them with 19 different
sectors. That is, the EXIOBASE database subdivides the same trade values into several sec-
tors so that values of shipments are necessarily everywhere smaller for those industries
compared those in WIOD. When comparing the tables, such different country and sec-
tor structures should be taken into account. For this reason, I opted to investigate filter
methods using two different sets of MRIO tables.

The two different MRIO tables are the EORA26 and EXIOBASE.6 EORA26 has a more
or less ‘standard’ sectoral resolution but extreme detail in the number of countries, a few of
which have never produced their own IO tables. EXIOBASE contains many more sectors,
particularly including more related to agriculture, which is not usual in ‘standard’ IO reso-
lution but far fewer countries. These very different underlying structures enable an analysis
of results of filter methods that might emanate from such structural differences.

EORA26 (Lenzen et al., 2012, 2013) is available for years from 1990 to 2015 and con-
tains 26 sectors and 190 countries with one rest of the world (ROW) sector, which includes
just one sector and is used to account for the statistical discrepancies. The tables are avail-
able at both basic and purchaser prices. I use the tables in basic prices. EXIOBASE Stadler
et al. (2018) provides data for years from 1995 to 2016 in current basic prices. I use the
product-by-product monetary EXIOBASE3 database. It includes 44 countries, 5 Rest of
the World regions, and 200 products among other data items. For the investigation, I use
data for 2011.7

4.1. Measurement criteria for filtermethods

I apply three measures to identify the quality of the six filter methods. They are (i) the
relative number of trade connections, (ii) standardized total percentage error (STPE), and
(iii) a modified value of the weighted absolute distance (WAD). The number of trade con-
nections or links (network terminology) is a fundamental property. To understand the
comparability of results, the number of trade connections (links) are stated in relative terms
to the total number of trade connections without filtering.

The second criterion, the standardized total percentage error (STPE) by Miller
and Blair (1983), also applied under another name by Sawyer and Miller (1983) and
Szyrmer (1984), represents the mean absolute error divided by the mean value of the unfil-
tered matrix. This is shown in Equation 10, where zij represents the values of the unfiltered
matrix and ẑij of the filtered matrix. To put it simply, the STPE ranges from zero to one
and measures, in our case, the relative trade volume represented by the filtered matrix. For
interpretation purposes, STPE* is calculated such that a value of one means that a hundred

6 EXIOBASEdata are available for free, although registration ismandatory. EORA26data also are freely available for academic
use at degree-granting academic institutions; other users must license the data.

7 When I started this research, only data through 2011 were available.
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percent of the trade values are represented by the filtered matrix, and zero that no trade
values are represented by the filtered matrix.

STPE∗ = 1 −
1/n2

∑
j
∑

i | zij − ẑij |
1/n2

∑
j
∑

i zij
= 1 −

∑
j
∑

i | zij − ẑij |∑
j
∑

i zij
(10)

The STPE∗ is an important criterion because the aim of MRIO tables is to cover total trade
flows as well as possible and, furthermore, global GDP. The only drawback of the STPE is
that the measurement is not sensitive to high-value cells (Lahr, 2001); therefore, the third
criterion is introduced.

The third criterion is based on a proposed matrix difference measure by Lahr (2001)
and is called weighted absolute distance (WAD); this is represented in Equation 11.

WAD =
∑

j
∑

i(zij + ẑij) | zij − ẑij |∑
j
∑

i(zij − ẑij)
(11)

The term (zij + ẑij), in Equation 11, weights the absolute difference | zij − ẑij | such that
the errors of large cells are emphasized (Lahr, 2001). A drawback of WAD is that its range
depends on the size of the referent matrix. Thus, WADs of EORA26 and EXIOBASE
would not be comparable. So, to enable comparisons, I normalized WAD. I did this by
rescaling WAD values relative to its maximum value and multiplying by 100. Such a nor-
malized WAD, named WADrel, ranges from zero to 100. The maximum of the WAD is, if
all elements ẑij of the compared matrix are equal to zero:

max(WAD) =
∑

j
∑

i(zij) | zij |∑
j
∑

i(zij)
where ẑij = 0 (12)

From this, the relative weighted absolute distance can be defined:

WADrel = WAD
max(WAD)

∗ 100 (13)

such that 0 ≤ WADrel ≤ 100. The newly introduced measure identifies how far away
the actual weighted absolute distance is from the maximum weighted absolute distance.
This enables comparisons of matrices of different dimensions, the case for EORA and
EXIOBASE.

4.2. Results and discussion

The results of the analysis are summarized in Table 1, and are discussed in Section 4.2.1
to 4.2.6. The first column indicates the filter method that was applied. The second and
sixth column show the filter value by the corresponding database, respectively EORA26
and EXIOBASE. Note that the filter values are quite different by a method of the holistic
accuracy (HA), the Leontief filter (LEO), the filter based on the Weaver–Thomas index
(WTI) and for the filter on average transaction amount (AT).

The other columns show the relative number of trade connections (Rel.Nr.Lins),
the standardized percentage error (STPE*), and the relative weighted absolute distance
(WADrel) for the EORA26 and EXIOBASE separately.
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Table 1. Results for the filter method of EORA and EXIOBASE.

EORA26 EXIOBASE

Filter Rel. Filter Rel.
Filter value Nr.Links STPE* WADrel value Nr.Links STPE* WADrel

TV 0.10 0.9646 1.000 0.000 0.10 0.4826 1.000 0.000
TV 1.00 0.3986 1.000 0.000 1.00 0.3174 1.000 0.000
TV 500.00 0.0241 0.998 0.000 500.00 0.0367 0.992 0.000
TV 1000.00 0.0183 0.996 0.000 1000.00 0.0256 0.987 0.000
LEO 1/3n 0.0015 0.755 0.489 1/3n 0.0091 0.869 0.062
LEO 1/2n 0.0011 0.692 1.064 1/2n 0.0069 0.840 0.124
LEO 1/n 0.0006 0.578 2.231 1/n 0.0042 0.774 0.402
WTI 0.0452 0.0005 0.552 2.582 0.00949 0.0027 0.703 0.880
TLA 1.000 % 0.0070 0.937 0.005 1.000 % 0.0126 0.916 0.014
TLA 100 % 0.0018 0.814 0.156 100 % 0.0027 0.732 0.503
TLA 20 % 0.0005 0.529 4.146 20 % 0.0006 0.455 7.449
TLA 10 % 0.0002 0.371 11.516 10 % 0.0003 0.325 16.015
HA 9.86e−06 0.2167 0.997 0.000 3.33e−05 0.1000 0.987 0.000
AT � 0.0961 1.000 0.000 � 0.0520 0.995 0.000
AT 10 × � 0.0387 0.999 0.000 10 × � 0.0156 0.978 0.000
AT 100 × � 0.0160 0.996 0.000 100 × � 0.0038 0.925 0.002
AT 200 × � 0.0118 0.993 0.000 200 × � 0.0024 0.896 0.005

Notes: TV=filter on absolute trade value, LEO= Leontief filter,WTI =Weaver–Thomas Index, TLA=Tolerable Limit approach,
HA=holistic accuracy, AT=filter on average transaction amount. The filter value for the TV is thousandunits. Total number
of trade connections (links) for the EORA26 and EXIOBSE are 24,137,750 and 29,775,785, respectively. The total trade value
for the EORA26 and EXIOBSE are 8.08e+10 (thousand $) and 5.01e+07 (million EUR), respectively. The number of sectors
n for the EORA26 and EXIOBSE are 26 and 184, respectively. The filter value� for the AV for the EORA26 and EXIOBASE are
13.82 and 0.2439 units, respectively.

4.2.1. Filter on absolute trade values (TV)
The filter on trade values (indicated by TV in Table 1) shows the expected result for both
matrices that the number of links decreases dramatically with higher filter values; however,
the trade volume, shown in relative terms to the total trade volume, does not decrease
much. This suggests that MRIO tables are inflated by many small elements. According to
Wenz et al. (2015), flows that are smaller than 1 million US $ from the EORA26 table
contribute, in total, less than 0.6% of the total value of shipments depicted by the database.

More insight into the filter value can be gained by a comparison of the results of the
relative number of links for EORA26 and EXIOBASE. When the filter value is set to 0.10
(100 units), links remaining in EXIOBASE are fewer than those remaining in EORA26.
This finding that the EXIOBASE is more sensitive to lower threshold values is in line with
expectations because EXIOBASE is more disaggregated and, hence, must necessarily have
a far greater share of small entries. It is remarkable that with a filter value of 1000 (1,000,000
units)more links remain in EXIOBASE than inEORA26. The reason for the converse result
is the number of countries covered by the two MRIO tables. Recall, EORA26 includes 190
countries, whereas the EXIOBASE only covers 44 plus 5 more ‘Rest of the World’ regions.
This means that international trade flows between the sectors are far more disaggregated
in the EORA26; so, within these international flows, EORA26 has fewer values more than
1 million units than does EXIOBASE.

The measure of the relative weighted absolute distance (WADrel) suggests there are few
large differences between the unfiltered MRIO tables and their filtered alternates. This
suggests only that high-valued elements are preserved in the filtered version, confirming
expectations.
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The filter for absolute trade values must be, perhaps, more arbitrarily determined. This
is because the literature informs us little about its ‘best’ threshold values, as mentioned in
Section 3.1. An advantage of this approach is that it is easy to intuit what 1000 or 1 million
units means. But sectors size plays a stronger role in this sort of filter. Thus, interindustry
flows of the chemical sector can be more important than those of the agricultural sec-
tor simply because the chemical industry generates more output. In this vein, sectors are
unequally penalized by the absolute filter due to their unequal economic might.

4.2.2. Leontief filter (LEO)
The results for the proposed Leontief filter are indicated by ‘LEO’ in Table 1. The first
notable result is that varying the threshold from 1/n to 1/2n to 1/3n does not much change
the overall results. That is, only a few trade connections remain and also the count of
non-zero trade values is significantly reduced.With the Leontief filter, higher interindustry
trade values are defined as unimportant if they do not contribute much to a sector relative
to its output. That is, it is only the relative size of a sector’s inputs to its output that matters.
This yields an advantage of industries that supply smaller sectors and a disadvantage to
those that ship inputs to larger sectors.

It should be mentioned that the filter values differ for the EORA26 and EXIOBASE
matrix due to the number of sectors in each. This forces a filter value of 1/n for EXIOBASE
to be lower than that for EORA26. Note that results show for the same filter value that
the number of remaining links and covered trade values is larger for the EXIOBASE than
for the EORA26. Furthermore, the WADrel is much higher for the EORA26 than for
the EXIOBASE. This suggests that more large interindustry connections are identified as
‘unimportant’. In this regard, when a single sector is disaggregated, the structure of all other
sectors remains fixed. Still, n increases, and the filter threshold decreases. So, the Leontief
filter adjusts to amore refined threshold value. But, in the end, it becomes less restrictive on
sectors thatwere not disaggregated. Thus, it follows thatwhen sectors are disaggregated, the
filter changes to favor sectors that were not disaggregated. Of course, the converse is true; if
sectors are aggregated, the filter changes to favor the aggregated sectors. Campbell (1975)
highlighted the advantage of the Leontief ’s filter property of being endogenously defined.
But, like others, it too is not devoid of quasi-arbitrary determinations; one must decide
whether n, 2n, xn or some other value is an appropriate denominator.

4.2.3. Weaver–Thomas index (WTI)
Like Leontief’s filter, the WTI is also based on coefficients. But, the WTI compares the
assumed and actual distribution of the coefficients, not only the number of sectors. The
results show that the identifiedWTI for the EORA26 and EXIOBASE is lower than that for
Leontief’s filter. For this reason, the remaining links and covered trade values are also lower
and the STPE is higher, compared those for Leontief’s filter. The comparison of EORA and
EXIOBASE shows that the WTI of EXIOBASE is much smaller than those for EORA26.
This highlights again the measure’s sensitivity to the number of sectors since its threshold
lowers.

4.2.4. Tolerable limit approach (TLA)
The results in Table 1 show that the recommended value of 20% is much more restrictive
than the filter for absolute trade values. Even increasing the threshold to a value of 1.000%
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does not deliver results close to the TV filter. The reason is that in MRIO tables, the size
of the effect on output of a change in a single technology coefficient tends to be very small
compared to the magnitude of the output. The results of the TLA are closer to those of
Leontief’s filter.

The results are much clearer if the result for the number of trade connections
(Rel.Nr.Links) is compared between EORA26 and EXIOBASE in Table 1. For each filter
value, the number of trade connections is higher for EXIOBASE compared to that for
EORA.On the one hand, the greater sectoral detail should lower the impact on total output.
On the other, recall that some regions are subsumed within EXIOBASE’s five Rest of the
World regions, which raises the impact on the output. Because the impact from technol-
ogy coefficients is more imbalanced in EXIOBASE, more trade connections are identified
as relevant by TLA. Another aspect is that the relative number of trade values, indicated
by the STPE*, is higher for EORA26 than for the EXIOBASE, although the number of
remaining links is lower in EORA26. This indicates, furthermore, the imbalanced aspect
of EXIOBASE, where trade connections with smaller values are indicated as economically
relevant whereas trade connections with higher trade values are indicated as unimportant.
Among all filter methods, the TLA has the highest values of the WADrel. But it should
be noted that the WADrel ranges from 0 to 100, where a value of 10 should be viewed as
comparatively small.

4.2.5. Holistic accuracy (HA)
A special issue for the filter method based on holistic accuracy is that for each IO table
an individual filter value is identified instead of one overall filter value applied to both
databases. In contrast to the separation of the trade values into 20 intervals proposed by
Jensen andWest (1980), I separated the matrices into smaller intervals,8 up to 60, in order
to find a threshold value such that the output multiplier is reduced by around 1% with a
tolerance of ±0.2%.

This method’s filter is also based on technology coefficients; so, it is remarkable that in
compared to LEO and WTI, its filter value for EORA26 is lower than the equivalent for
EXIOBASE.

For the EORA26 78% and for the EXIOBASE, 90% of the trade connections can be
removed before the output multiplier reduces to around 1%. This contrasts starkly with
results in Jensen and West (1980), who show that 30–35% of the smaller coefficients are
removed before the output multiplier reduces by 1%. Using their filter value, resulted in
more than 98% of the total trade values still available.

A comparison with the filter on absolute trade value in Table 1 shows that the filter
method for holistic accuracy identifies more trade connections are relevant although fewer
trade values remain. For example, the filter method TV with a filter value of 500 indi-
cates 2.4% trade connections, which represents 99.8% of the trade values, whereas the filer
method HA indicates more trade connections (21.7%) which represents fewer trad values
(99.7%).

I should mention that the calculations required for this filtering method are quite time-
intensive. For each interval, I had to calculate the Leontief inverse to test how much the

8 The chosen procedure for the intervals is based on quantiles, whereas the intervals are based on equal-sized groups.
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output multiplier changed, and the calculation of each inverse took around 8 minutes.9

Furthermore, experience shows that it is tough to find intervals tomatch threshold criteria.
This quasi-arbitrary decision adds to the consumption of more time to an approach that
already has a characteristic of taking far longer to calculate.

4.2.6. Filter on average transaction amount (AT)
The main advantage of a filter that uses the average transaction amount is that like the
filter for holistic accuracy or the Weaver–Thomas Index, its threshold is endogenous to
the referent matrix. Thus, the method provides an individual filter value for the base and
transformed matrix. The results are similar compared to those from the filter on absolute
trade values. The number of trade connections decreases strongly with an increased filter
threshold, whereas more than 90% of the total trade values are still represented. There are
also differences, however. Due to the structure of EORA26, its average filter value is more
moderate than that for the average filter value for EXIOBASE. A comparison of the filter
value � with the filter method on absolute trade value shows that the results lie between
the filter values of 1000 and 500,000 units. A comparison of 10 × � with the filtering on
absolute trade values indicates that for EORA26 the results are still between the filter values
of 1000 and 500,000 units but for EXIOBASE, the results are comparable with a filter value
above 1 million units. The reason for this is that � for EORA is much lower compared to
that for EXIOBASE and is less sensitive to an increase in the filter threshold.

The filter value applied by Okamoto (2005) (ten times the average transaction amount)
would be, depending on the matrix, from 600 to 800 thousand units. Because the filter
value is based on trade values, larger trade values are not filtered, as indicated by the low
WADrel.

5. Case study: BSE and foot-and-Mouth disease in the United Kingdom

In this case study, the investigated filter methods are applied to the time series of
EXIOBASE from 1995 to 2011 (Stadler et al., 2018). The results of the applied filter meth-
ods are not investigated in detail for the whole matrix, as is done previously, but rather for
a single sector in a single country, the cattle sector in the United Kingdom (UK). I selected
it because outstanding events befell this sector, as can be clearly observed in the data. Both
the bovine spongiform encephalopathy (BSE) and the foot-and-mouth disease forced the
sector to shut down.

According to the description of the balancing routine ‘positive, negative and zero values
are maintained throughout the balancing’ (Wood et al., 2014, p.151), we are led to the con-
clusion that only trade connections in the MRIO table exist. They are reported in the base
data and no unreported trade connections are inserted via data balancing techniques. That
is, I expect that after applying the filter methods, which should consider sector-specific
characteristics, the two significant events that shocked this sector should still be observable
in the data.

The first case of BSEwas reported in the 1980s. It soon started to spread to other animals
as well as humans, causing neurological disease (Ainsworth&Carrington, 2000). InMarch

9 The calculations are performed on a virtual computer with 192 GBmainmemory, 2.93 TB hard disk, and anMD EPYC 7402
Server with 2.8 GHz/24-core.
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1996, the European Union imposed a worldwide ban on British beef. In 1999, the ban
was amended, so that the export of deboned beef and beef products produced under the
Date-based Export Scheme (DBES) (European Commission, 2006) was allowed. In order
to lift the ban completely, the UK had to fulfill certain conditions, laid out by the European
Commission in the TSE10 Road Map, as a result of which the ban of British beef ended
officially in May 2006.

Foot-and-mouth disease was identified as spreading in February 2001. It affects cattle,
sheep, pigs, goats, and other ruminants; however, the most serious effects were experi-
enced by the dairy industry. On 21 February 2001, the European Commission imposed a
ban onmoving any animals susceptible to foot-and-mouth disease and on untreated U.K.-
produced products from such livestock. The epidemic lasted 32 weeks; with a last case
confirmed on 30 September 2001. A year later in January 2002, the international animal
health organization reinstated theU.K. as free of foot-and-mouth disease, and amonth later
the European Commission lifted meat and animal export restrictions (Eales et al., 2002)

The two mentioned vents can be clearly observed in EXIOBASE data, shown in
Figure 1(a) by line Nr.1. This Figure shows the number of sectors to which the cattle sector
of the U.K.11 delivered products. Note that after the ban on beef was amended in 1999, the
number of sectors supplied by the U.K.’s cattle sector increased from 232 to 694 sectors.
The industry’s 2001 collapse due to the foot-and-mouth outbreak can be clearly observed
as well, dropping from 532 to 107 sectors. For completeness, the financial crisis is also
marked. After applying the filtermethods, the clear picture of the events vanishes; compare
Figure 1(a). Contrary to expectations, this shows, while filter methods take sector-specific
characteristics into consideration, they can smooth unusual deviations. A detailed investi-
gation shows, and as described in the following paragraph, that these results are mostly in
line with the previous results.

The trade connections are reduced dramatically, whereas the absolute trade values of the
cattle sector do not decreasemuch.Onlywith a TLAof 20%does the trade volume decrease
by 77% in selected years. For all other filters, the trade volume is above 90%. Also, the
European Commission (2006) reported that the amended beef ban in 1999 did not result
in any significant exports of beef from the U.K. All the same, it is still worth looking at the
results of the other filtermethods in detail. Figure 1(a) shows all applied filters in one graph.
Figure 1(b) shows only the filters Nr.3 toNr.11 for a section of the scale. Note in Figure 1(b)
that the filter methods of holistic accuracy (Nr.11) and average transaction values (Nr.4)
yield similar results; but a comparison with the results of the previous investigation in
Section 4 shows that the filter based on average transaction values is much more restricted
than is the filter based on holistic accuracy. The filter value of average transaction values
varies temporally between 0.208 and 0.244 million EUR, indicating more variation. The
fixedfilter value of 1.Mil absolute trade values (Nr.3), Leontief ’s filter of 1/3n (Nr.6), and ten
times the average transaction value (Nr.5) lead to roughly similar results. Those filter val-
ues are also applied in supporting literature (e.g. Aroche-Reyes, 2001; Bierkandt et al., 2014;
Okamoto, 2005; Wenz et al., 2014). As already previously indicated, the TLA filter values
(Nr.9 and 10), Leontief ’s filter of 1/n (Nr.7) and the filter based on the Weaver–Thomas
Index (Nr.8) are the most restrictive.

10 Transmissible spongiform encephalopathies (TSE) Road Map European Commission, 2005
11 Note that in the EXIOBASE the country United Kingdom is assigned with the country code GB.
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Figure 1. Number of supplied sectors after selected filters by the beef sector in the UK.



16 M. SIMBÜRGER

Table 2. Summary of the filter methods.

Filter method
Filter based

on:

Consider
specific
matrix
aspects

Strictness of
the filter

concerning
trade

connections:

Covering
trade
values: Implementation: Recommendation:

TV Trade values No Adjustable Very good Very easy +
LEO Coefficients Partial High Medium Easy °
WTI Distribution of the

coefficients
Yes High Medium Easy –

TLA Impact of
coefficients on
the output

Yes High Medium Demanding –

HA Output multiplier Yes Low Very good Very demanding °
AT Average transac-

tion amount
applied to trade
values

Yes Moderate/Adjustable Very good Easy +

Notes: TV, filter on absolute trade value; LEO, Leontief’s filter; WTI, Weaver–Thomas Index; TLA, tolerable limits approach;
HA, holistic accuracy; AT, filter on average transaction amount. +recommended; °, partially recommended; – , not
recommended.

6. Discussion and conclusion

Detailed investigation shows that a large number of small values prevail inMRIO table. For
further research, as for example the investigation of the global networks based on MRIO
tables, it can be important to answer the question: ‘What is an appropriate filter method?’.
Prior to the research reported here, no clear answer had yet been provided in the relevant
literature. So, I applied different filtering methods to two existing world MRIO tables and
compared findings. I extended these results via a case study of the U.K. cattle sector to
confirm the broader simulation findings. Table 2 summarizes my investigation into the
filtering methods and their characteristics. It also assesses the restrictiveness of the filters
in terms of trade connections, how well the trade values are covered, and how easy the
method is to implement.

The filter on absolute trade values (TV) is the easiest to implement. It is not matrix spe-
cific; that it is not sensitive to such things as number of sectors or countries, total sectoral
output, etc. For TV, a filter value of 1 million units yields reasonable results and, hence,
seems to be an appropriate filter. Leontief ’s filter (LEO) is restrictive; only a few trade con-
nections remain after it is applied. Furthermore, by applying it, larger trade values take on
widely different values, as indicated by the weighted absolute distance measure. But case
study findings suggest relaxing the filters denominator to 1/3n can yield reasonable results.
This filter also accounts for the number of sectors; but this issue can be misleading as dis-
cussed in Section 4.2.2. If more time can be devoted to data preparation, an analysis of the
sensitivity of results to different denominators for Leontief ’s filter is recommended.

The tolerable limits approach (TLA) also takes matrix-specific aspects (e.g. number of
sectors or trade volume) into consideration; but the method is designed to assess IO tables
for a single economy, so it yields far more restrictive results in an MRIO context. So, TLA
is not recommended for MRIO tables since it does not cover interregional or intercountry
trade well and its implementation is quite demanding.

A filter based on holistic accuracy (HA) focuses upon output multipliers and also con-
siders many matrix-specific aspects. It is by far the most complicated filter method to
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implement. It takes a lot of time to find the proper filter value. A comparison with the other
filter methods indicates that this filter method is not restrictive and could be preferred to
filter out unrealistically small values.

The filter method based on theWeaver–Thomas index (WTI) accounts for the distribu-
tion of technology coefficients but is a very restrictive when only a few trade connections
exist. The results are similar to those of Leontief ’s filter with 1/n. Because the WTI is not
variable, the results are similar to LEO. Thus, LEO would be preferred to WTI.

Filtering on the size of the average transaction (AT) has the advantage that for each
matrix, an individual filter value is relatively easily derived and is matrix-specific. Its draw-
back is that it is also very sensitive to the properties of the underlying matrix. In the case
study, a filter value of ten times the average transaction yields results similar to those of a
filter value of 1 million units and Leontief ’s filter with a denominator of 1/3n. It is, there-
fore, also a preferred filtermethod, at least for the EXIOBASE. Aswith Leontief ’s filter or to
a filter of 1 million units, I recommend analyzing the sensitivity of this method to different
thresholds to get feel for the data, but as my results and those of Okamoto (2005) show, a
filter value of ten times the average transaction tends to work well.

In summary, I do not recommend filtering on the TLA or WTI. Leontief’s filter yields
reasonable results, butmorework should be done on its sensitivity to different denominator
values. Of the filter methods compared here, results suggest that those based on total trade
values and the average transaction amount should be preferred. The choice between them
depends on the priority of matrix-specific characteristics in the analysis being performed.

It is, of course, not possible to find an exact solution. But I was able to compare vari-
ous solutions and identify ‘good’ ones. Furthermore, with the broad overview of various
filter methods, the reader is now better informed about factors that make filter methods
appropriate to a given application. I hope to have raised researchers’ awareness of the dif-
ferent filter methods and encourage them to test the sensitivity of results to them, either
by altering the thresholds or by applying different filters, in order to assure robust results
(e.g. Aroche-Reyes, 2001; Xiao et al., 2017). The purpose of filtering itself could be reduced
ifMRIO tables were producedwithout balancing algorithms. This is because network anal-
ysis does not require a balanced MRIO table, although IO analysis does. The use of raw
valueswould likely ameliorate the occurrence of spurious small values, so the purpose of fil-
tering would just be that of identifying the most important trade connections. An example
would be the global resource accountingmodel (Wiebe et al., 2012;Wiebe & Lenzen, 2016)
where no matrix balancing routine is applied.

Further research should also be conducted to improve upon the set of existing filter
methods. For example, the choice of the assumed distribution for the Weaver–Thomas
index or a refinement of the tolerable limit approach for MRIO tables. The research indi-
cates, however, that existing and simple methods, such as the filter on absolute trade value
or average transaction amount, already yield reasonable results.
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